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The ImageCoDe Challenge: ImageCoDe Statistics and Phenomena

Retrieve image from 10 minimally contrastive images based on a contextual description
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