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Conversational Question Answering
A dialogue sub-genre which is distinguished from other kinds of information-
seeking dialogue (e.g.travel information) by its more exploratory and less task-
oriented nature.
 Stede and Schlangen, 2004

Open-ended Task-oriented

https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.9.8827&rep=rep1&type=pdf
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Overview of contributions
• A new dataset - TopiOCQA - for open-domain conversational question-answering (QA)


 More challenging and closer to real-world scenario 
than previous datasets


 Incorporates multiple topics in each conversation 



Overview of contributions

• Extensive experimentation on TopiOCQA to answer these questions: 


 Do models with access to document corpus (open-book) perform better than the ones 
without access? — Yes


 What is the best representation of a conversational question? — Entire dialog history 

 Where are the current best models limited? — at the retrieval stage 

• A new dataset - TopiOCQA - for open-domain conversational question-answering (QA)


 More challenging and closer to real-world scenario 
than previous datasets


 Incorporates multiple topics in each conversation 



Conversational Question Answering
Existing datasets include a reference document


Reddy et al., 2019 (CoQA) Choi et al., 2018 (QuAC)

https://direct.mit.edu/tacl/article/doi/10.1162/tacl_a_00266/43511/CoQA-A-Conversational-Question-Answering-Challenge
https://aclanthology.org/D18-1241/


(Open-domain) Conversational Question Answering

Few recent approaches adapt existing datasets by disambiguating first question


Q: What are the candidates in Virginia governor’s race running for?




(Open-domain) Conversational Question Answering

But the underlying reference passage is still same for entire conversation


Q: What are the candidates in Virginia governor’s race running for?




(Open-domain) Conversational Question Answering

• Conversations in open-domain span multiple topics/documents


Users search for related topics in the same session  (Spink et al, 2002)


Topic transitions are frequently observed in human-human conversations (Paranjape and 
Manning, 2021)


 

Hence, we cannot adapt from existing datasets

https://onlinelibrary.wiley.com/doi/10.1002/asi.10124
https://aclanthology.org/2021.naacl-main.61/
https://aclanthology.org/2021.naacl-main.61/
https://aclanthology.org/2021.naacl-main.61/
https://aclanthology.org/2021.naacl-main.61/


TopiOCQA

• 50,466 turns (QA Pairs) 

• 3,920 conversations 

• Average of 13 turns per conversation 

• Average of 4 different topics per conversation

A sample conversation from TopiOCQA
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Dataset Analysis

• How long annotators stay on same topic?


• Do they revisit old topics?


• What prompts a topic switch?


• What type of questions can be expected on switching to a new topic?


                  Refer to the paper for detailed analysis of TopiOCQA



How to model TopiOCQA?

TopiOCQA consists of  

• Gold document for each turn 

• Set of gold answers for each turn 



Open-book Models

Image source: https://lilianweng.github.io/posts/2020-10-29-odqa

Dense Passage Retrieval 
Karpukhin et al., 2020

Fusion-in-Decoder 
Izacard and Grave, 2021

GPT-3

Brown et al., 2020

https://aclanthology.org/2020.emnlp-main.550/
https://arxiv.org/abs/2012.04584
https://arxiv.org/abs/2005.14165


Closed-book Models

Image source: https://lilianweng.github.io/posts/2020-10-29-odqa

Dense Passage Retrieval 
Karpukhin et al., 2020

Fusion-in-Decoder 
Izacard and Grave, 2021

GPT-3

Brown et al., 2020

https://aclanthology.org/2020.emnlp-main.550/
https://arxiv.org/abs/2012.04584
https://arxiv.org/abs/2005.14165


How to represent a conversational question?



How to represent a conversational question?



How to represent a conversational question?
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• Are open-book models better than closed-book models? 

• How good are current models at retrieval in conversational settings? 

• Which question representation is well-suited for the task? 

• For open-book models, is the bottleneck retriever or reader? 

Experimental Results on TopiOCQA



Which class of models is better?

26.7 F1 points below H.P. 14.8 F1 points below H.P.

36.7 F1 points below H.P.

H.P. - Human Performance

Open-book models outperform closed-book models

Dense Passage Retrieval 
Karpukhin et al., 2020

Fusion-in-Decoder 
Izacard and Grave, 2021

GPT-3

Brown et al., 2020

https://aclanthology.org/2020.emnlp-main.550/
https://arxiv.org/abs/2012.04584
https://arxiv.org/abs/2005.14165


How good are current models for conversational retrieval?

Dense retriever performs better than sparse retriever



Which question representation is well-suited for the task?

Works best with dense retrievers

Works best with sparse retrievers



What is the bottleneck for open-book models?
Retrieval is the bottleneck

14.8 F1 points below H.P. 4.6 F1 points below H.P.

H.P. - Human PerformanceResults correspond to Fusion-in-Decoder model

Retrieved passages Gold passage



Takeaways
• TopiOCQA: a new challenging dataset for open-domain conversational QA


 Has free-form answers


 Incorporates topic switching


 Has (QA turn, gold passage) and (QA turn, gold answers) pairs  



Takeaways

Modeling conversational QA


 Current models significantly fall short of human performance


 Open-book models perform better than closed-book models


 Retrieval is the bottleneck for open-book models

• TopiOCQA: a new challenging dataset for open-domain conversational QA


 Has free-form answers


 Incorporates topic switching


 Has (QA turn, gold passage) and (QA turn, gold answers) pairs  



https://mcgill-nlp.github.io/topiocqa

https://mcgill-nlp.github.io/topiocqa

